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Abstract
Pupillometry has been used to assess effort in a variety of listening experiments. However, measuring listening effort during
conversational interaction remains difficult as it requires a complex overlap of attention and effort directed to both listening
and speech planning. This work introduces a method for measuring how the pupil responds consistently to turn-taking over
the course of an entire conversation. Pupillary temporal response functions to the so-called conversational state changes are
derived and analyzed for consistent differences that exist across people and acoustic environmental conditions. Additional
considerations are made to account for changes in the pupil response that could be attributed to eye-gaze behavior. Our
findings, based on data collected from 12 normal-hearing pairs of talkers, reveal that the pupil does respond in a time-syn-
chronous manner to turn-taking. Preliminary interpretation suggests that these variations correspond to our expectations
around effort direction in conversation.
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Introduction
In recent decades, pupillometry has become a well-known
tool for assessing cognitive effort. The so-called task-evoked
pupillary response (TEPR) refers to the dilation of the pupil in
response to an increase in mental effort and load induced
while performing a variety of cognitively demanding tasks,
including memory recall, language processing, and quantita-
tive reasoning (Beatty, 1982; Kahneman & Beatty, 1966).

In addition to explaining general cognitive effort, the
TEPR also has specific applications in auditory sciences,
where pupil response has been interpreted as an indicator of
listening effort. For example, pupil dilation has been observed
to reflect increased effort based on the signal-to-noise ratio in
speech intelligibility tasks (Wendt et al., 2018; Zekveld et al.,
2010) and age and hearing status in speech reception thresh-
old tests (Zekveld et al., 2011). The pupil response also indi-
cates increased effort when switching attention between
acoustic sources (McCloy et al., 2017) and when dividing
attention between multiple streams of speech simultaneously
rather than focusing on one (Koelewijn et al., 2014).

For these studies, it has been standard to report summary
metrics of pupil response, such as mean and peak dilation,
by evaluating changes in pupil size relative to a baseline

window immediately before the presentation of a stimulus.
Although listening effort can be directly inferred from these
metrics in passive listening experiments, interpretation is
more difficult in situations where there are cognitive demands
unrelated to auditory processing or speech understanding. For
example, when a participant response is required (e.g., when
asked to press a button) pupil size has been shown to be sig-
nificantly larger and more sustained than when a response is
not required (Privitera et al., 2010). For this reason, pupil dila-
tion during participant response is typically disregarded. It is
worth noting, though, that pupil response across different ex-
perimental conditions can still be compared if the same par-
ticipant response is required regardless of condition, but that
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this may mask changes in pupil size related to the presentation
of stimuli. Interpreting pupil response as a measure of effort is
further complicated by the fact that a variety of other factors
can induce dilations or constrictions of the pupil, such as emo-
tional arousal (Bradley et al., 2008), depth of focus (or accom-
modation; Kasthurirangan & Glasser, 2005), and light
exposure. There can also be measurement artifacts due to dis-
tortion of the shape of the pupil during blinking and eye
movement that can have confounding effects (Gagl et al.,
2011; Yoo et al., 2021).

Evaluating effort in dynamic, interactive environments
also presents challenges, for example, sequential stimuli
may have overlapping cognitive effects, making it difficult
to clearly define these baseline and response windows. One
such environment is conversation, within which participants
must fluidly switch between listening to and understanding
their partner’s speech and planning and producing their own
speech. Pupil response has recently been evaluated in conver-
sation by considering first-order statistics of pupil size during
separate phases of the conversation or in different conversa-
tional conditions. Li et al. (2020) found that pupil response
between speaking and listening times varied significantly dur-
ing tasks with a lower communication load but not during
tasks with a higher load. Aliakbaryhosseinabadi et al.
(2023) observed a larger pupil size when conversing in noise
than in quiet. These studies take a conversation-level ap-
proach to analyzing differences in effort between speaking
and listening time or based on background noise condition.

However, assessing listening versus speaking effort in con-
versation may not be as simple as analyzing the overall cog-
nitive effort exerted while listening or speaking. Levinson and
Torreira (2015) suggested that there must be simultaneous
predictive components of both comprehension and production
of speech for fluid turn-taking to take place, given that there is
considerable latency involved in speech production.
Therefore, there is value in determining if we can use pupil
response to measure differences in effort at a finer temporal
scale, such as around turn-taking in conversation where there
is likely to be overlap of listening and speaking effort and a
reallocation of attentional resources.

Turn-taking is a coordinated process that requires partici-
pants to not only listen to their partner(s) and plan their
own speech but also to monitor a variety of other acoustic, be-
havioral, and contextual cues to interpret when they should
take their turn (Brusco et al., 2020; Gravano & Hirschberg,
2011; Hjalmarsson, 2011). Measures of the temporal dynam-
ics of turn-taking, such as interpausal units and floor transfer
offsets (FTO), have been shown to significantly vary based on
background noise, native versus second language, hearing sta-
tus, and hearing aid amplification (Petersen et al., 2022;
Sørensen et al., 2021, 2024), and it is been suggested that
the overall difficulty level of a conversation can be inferred
by characterizing the turn-taking dynamics over the course
of that conversation. Since the changes in overall conversa-
tional difficulty level are reflected in the dynamics of turn-

taking, it seems reasonable to expect that effort may be re-
flected locally around turn-taking, in the pupil response, as
well.

Our current understanding of turn-taking suggests that
there is a complex interaction and overlap of both predictive
and reactive effort exerted during conversation. However,
traditional pupillary analysis methods tend to investigate
changes in pupil size in clearly defined windows relative to
discrete events, typically on a trial-by-trial basis. Adapting
these methods to conversation presents two challenges. The
first is that there are no clearly separable trials within conver-
sations around which we can measure the pupil response. To
address this, we can define discrete events in conversation
around which to measure the pupil response. Given the ob-
jective of measuring effort related to turn-taking, we propose
defining these events as the starts and ends of conversational
turns. The second challenge is that we expect overlap of effort
directed to different cognitive processes as turn-taking occurs,
which could affect measurements taken with reference to
some baseline. For example, if the reference point is defined
as when a person starts listening to their partner’s speech,
the interval immediately prior to this point could still include
lingering effects related to that person’s speech production,
resulting in biased baseline measures. To overcome this chal-
lenge, an approach must be taken which can disentangle com-
ponents of the pupil response, which are related to different
cognitive processes and may overlap in time. To enable the
disentanglement of pupil responses to different cognitive pro-
cesses, it is evident that the time course of pupil responses
within conversation should be analyzed.

Some studies have assessed the temporal dynamics of pu-
pil responses, for example, by analyzing the response of the
pupil, over time, to various stimuli by fitting an Erlang gamma
function (Hoeks & Levelt, 1993; McCloy et al., 2016) or fit-
ting polynomials of varying orders using growth curve ana-
lysis (e.g., fourth order polynomial models in Wagner et al.,
2019). However, these studies operate on an experimental de-
sign that is expecting a causal response to some event and also
assume a general shape of the pupillary response function. In
the context of conversation, we also want to measure predict-
ive components related to turn-taking and expect that assum-
ing a general shape of the response may not be appropriate, as
there is not a clear onset of a stimulus to measure the response
to. Another approach that has been adopted recently in ana-
lyzing the time course of pupil response is the generalized
additive mixed model (Van Rij et al., 2019), which does not
assume a general shape of the pupil response or causality.
Although the application of this modeling approach to analyz-
ing trial-based data is straightforward, it remains unclear how
it could be adapted to be analyze interactive conversations,
where there are closely spaced events with overlapping ef-
fects. One potential option would be to segment the longer re-
cordings into what could effectively be thought of as trials.
However, in our case, if a conversation was explicitly seg-
mented, then information about overlapping effects would
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be lost. It may be possible to do this type of analysis using
interaction effects and carefully designed time-lagged predic-
tors, but it has not yet been done to our knowledge. The re-
sponse of the pupil to closely spaced sequential stimuli has
been successfully analyzed using a deconvolution approach,
though. Wierda et al. (2012) used such an approach to identify
differences in pupil responses when people are presented with
a single visual stimulus versus multiple sequential stimuli, the
results of which showed clear peaks in dilation corresponding
to the number of stimuli presented. This deconvolution ap-
proach appears promising for investigating conversation,
where the pupil responses to multiple different sequential
turn-related events are measured.

One deconvolution-based method to determine how a re-
sponse signal is temporally related to a stimulus signal is to
estimate a temporal response function (TRF), which is a linear
filter (or kernel) that is derived to optimally map from one sig-
nal to another (Theunissen et al., 2000). It is often used in
neuroscience to model how the brain responds (e.g., via elec-
troencephalography (EEG) or magnetoencephalography) to a
continuous stimuli, such as the acoustic envelope of speech
(Ding & Simon, 2012). However, the underlying mathemat-
ical approach is applicable to any set of time series. This mod-
eling approach accepts input and output signals of arbitrary
lengths and derives a filter of a specified size. In the case of
a discrete input signal, such as the turn-taking events, the re-
sulting TRFs represent how the response signal varies in a
time-synchronous manner around the discrete events (i.e., it
derives the optimal impulse response). Additionally, the
model can be generalized to include multivariate input sig-
nals, and a TRF will simultaneously be derived for each, ef-
fectively adding covariates to the model. This multivariate
deconvolution is then capable of disentangling components
of the response which are attributable in a time-synchronous
manner to different stimulus signals (Crosse et al., 2016), de-
fined in this study as the starts and ends of conversational
turns. This directly addresses the issue of overlapping tem-
poral effects in the pupil response.

In the present study, we investigate an approach that esti-
mates pupillary TRFs to turn starts and ends during conversa-
tion. By doing so, we aim to develop a method with the
potential to disentangle and investigate cognitive processing re-
lated to speaking and listening using pupil response
measurements. We also compare the TRFs derived for conver-
sations taking place in quiet versus noise, as background noise
is well known to significantly impact communication difficulty.

Methods and Materials

Participants and Experimental Design
The data analyzed here were previously collected as part of
Aliakbaryhosseinabadi et al. (2023). In summary, 12 pairs of
older (average age of 63.2± 6.4 years) normal-hearing
(age-adjusted as per the International Organization for

Standardization-7029) Danish talkers were seated face-to-face
across a table, approximately 1.5 m apart, and held dyadic con-
versations in a variety of acoustic conditions, described below.
Conversations were elicited using a randomized subset of the
DiapixUK spot-the-difference tasks (Baker & Hazan, 2011),
modified to include Danish signage. In this collaborative
task, each participant received a physical copy of an image, po-
sitioned about 40 cm in front of them on a stand, which con-
tained 12 subtle differences from the image their partner
received. The participants were instructed to work together to
identify the differences between the two pictures through ver-
bal interaction, without seeing each other’s images.
Participants completed two practice rounds to familiarize
with the task before the experiment began. In the context of
the experiment, we will use the term “conversation” to refer
to the attempt to complete this task for one pair of images.
The conversations ended after all the differences were found
or 4 min had passed, whichever was first, at which point
they were provided a new image and the next conversation be-
gan. During the conversations, there was no moderation by the
experimenter. The order of experimental conditions was rando-
mized but counterbalanced based on image scene type (street,
beach, and farm) and background noise condition (quiet,
60 dBA noise, 70 dBA noise, and simulated conductive hear-
ing loss [SHL]). In the SHL condition, the participants wore
earplugs that provided, on average, 25 dB of attenuation.
In the noise conditions, a calibrated loudspeaker array
played a 10-talker babble noise at the appropriate level.
Two replicates of each condition were performed, resulting
in eight total conversations for each pair. Speech signals
were recorded using headset microphones. Pupil response
and eye gaze behavior were recorded simultaneously for
both talkers using Tobii Pro 3 eye tracking glasses.

Participants signed an informed consent form that was ap-
proved by the Science Ethics Committee for the Capital
Region of Denmark (No. H-16036391) and were compen-
sated for their time. Secondary analysis of the data performed
at the University of Waterloo was approved by the univer-
sity’s Research Ethics Committee (REB No. 45442).

Speech Preprocessing
Voice activity detection (VAD) was performed on the speech
signals using individually defined root mean square thresh-
olds in 5 ms windows with 1 ms of overlap. Windows con-
taining a root mean square power greater than the threshold
were classified as containing speech and windows with a
power below the threshold as not containing speech. As re-
commended in Heldner and Edlund (2010), segments contain-
ing less than 90 ms of continuous voice activity were
relabeled as nonspeech acoustic bursts, and nonspeech seg-
ments less than 180 ms were interpreted as silences related
to the production of plosives and relabeled as containing
speech. VAD signals were then resampled using nearest-
neighbor interpolation to 20 Hz.
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Pupil Response Preprocessing
The pupil diameter data were extracted from the Tobii record-
ings and time aligned to the speech signals. Any sample
greater than 3 standard deviations from the mean was identi-
fied as an artifact due to blinking. A fixed window of 50 ms
before and 150 ms after each of these artifacts was removed
to mitigate the effects of blinking on pupil response, as sug-
gested in Winn et al. (2018). The eye with the least missing
data was selected for further analysis for each person in
each conversation. If more than 40% of a participant’s pupil
diameter samples in any conversation were missing, their pu-
pil response for that conversation was excluded from further
analysis. Based on these criteria, 35 pupil response signals
were excluded (∼18.2%). Thirty-one of the excluded re-
sponses belonged to only four participants, who may have
been particularly susceptible to eye tracking errors. Fifteen
additional responses were excluded due to equipment pro-
blems during data collection (∼7.8%). The distribution of
the responses that were removed was relatively balanced
across conditions (quiet: 12, SHL: 17, N60: 11, N70: 10).
In the pupil response signals that remained, missing values be-
tween valid samples were interpolated using a cubic spline
method. Leading and trailing missing data were set to the
mean pupil diameter of that participant for that conversation.

A minimalist filtering approach for the pupil data was cho-
sen given the potential for temporal artifacts (De Cheveigné &
Nelken, 2019). To mitigate any initial effects from arousal at
the task onset, pupil data were first detrended by fitting a fifth
order polynomial to each conversation using a robust detrend-
ing approach (De Cheveigné & Arzounian, 2018). The pupil
responses were then low-pass filtered at 10 Hz using a 50th
order Hanning window-based linear phase finite impulse re-
sponse filter, which served as an antialiasing filter, implemen-
ted using a zero-phase approach. The filtered signals were
then down sampled to 20 Hz to reduce computational com-
plexity, under the assumption that components of the pupil re-
sponse related to turn-taking would fall within this 10 Hz
bound. Previous observations of the turn-taking rate in
Diapix conversations are much slower than 10 Hz, typically
falling between 0.4 and 0.6 floor transfers per second
(Sørensen et al., 2021), and we do not expect the evoked pupil
responses to contain any meaningful content above 10 Hz.
The pupil data were then standardized within people, such
that the distribution of all pupil diameter measurements across
all conditions and replicates for each participant had zero
mean and unit variance. This normalization procedure was se-
lected to maintain any changes in the size and variability of
the pupil across the different conditions.

Conversational State Changes
Corresponding pairs of VAD signals were input into an auto-
mated conversational state labeling algorithm, which identi-
fied the start and end times of turns by associating

differences in the VAD signals between interlocutors. A con-
versational turn was defined as when one talker had been
speaking for at least 90 ms, and the other talker had simultan-
eously been silent for at least 180 ms based on the suggestions
in (Heldner & Edlund, 2010). For the purposes of this method,
state changes are defined as the points in time at which speak-
ers start and stop their turns. Given that this experimental
setup is dyadic and different responses are expected to occur
whether a person is speaking or listening, state changes are
further classified into two categories: belonging to oneself
or belonging to one’s partner. As seen in Figure 1, this classi-
fication scheme yields the following four state change events:
self-start, self-stop, partner-start, and partner-stop. The state
changes are identified as discrete points in time during each
conversation and arranged as a set of impulse trains. Note
that it is also possible to have an exchange where one talker
begins their turn before their partner has ceded theirs, which
corresponds to a negative FTO. In such a case, the beginning
and end of the interpausal units were still identified as the start
and stop events, even though they appear to occur out of or-
der. An example of this scenario is denoted in Figure 1 at
the turn-taking, which contains the first partner-stop and se-
cond self-start events.

Gaze Behavior
A measure of gaze distance was used to account for compo-
nents of the pupil dilation response that could be attributed
to the near/far pupil response or differences in luminance be-
tween the Diapix image and a person’s conversational partner.
One of the eye-related time series provided by the Tobii Pro 3
glasses is the gaze points, which are estimated using the inter-
section of gaze vectors projected from the center of each eye.
The depth component of these points provides an indication
of the depth of focus of the wearer. In the experimental setup,
participants were seated about 1.5 m apart from each other.
Each participant had their Diapix images placed directly in
front of them, approximately 40 cm away. Thus, the estimated
gaze depth at each point in time can be used to infer whether
the participant was looking at their picture or their partner.

The gaze depth estimates were preprocessed by first re-
moving outliers. Rather than using statistical methods to do
this, it was instead assumed, based on the experimental setup,
that any measurement indicating a gaze point greater than 3 m
away must be an artifact due to blinking or eye movement. As
such, estimates larger than this threshold were removed and
replaced by interpolating through the remaining estimates
using a cubic spline. The gaze depth estimates were then
low pass filtered with a cutoff frequency of 10 Hz. To match
the sample rate of the VAD and pupil dilation data, the gaze
estimates were down sampled to 20 Hz.

To integrate gaze behavior as a covariate into the model, it
must be of the same form as the state change signals (one or
multiple impulse trains). For this, a threshold gaze depth of 95
cm, halfway between the expected distances of the image and
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partner, was applied to the Tobii gaze depth estimates. If the
depth of a person’s gaze was below this threshold, their fix-
ation target was assumed to be the picture, whereas if it was
above the threshold, it was assumed they were looking at their
partner. From this, we computed the amount of time in each
conversation spent with a participant looking at their partner
as the proportion of total samples with a gaze depth estimate
greater than the threshold. We also computed the duration of
each glance at the partner, as the duration of continuous seg-
ments of the gaze depth signals that were greater than the
depth threshold. To extract the differences in pupil response
that occur at the change between regions, the points in time
when a person’s gaze crossed the previously defined threshold
were identified. This results in two impulse trains, the first
contains the points at which a person looks up at their partner
(i.e., transition from near to far) and the second contains the
points at which they look down at their image (i.e., transition
from far to near).

One key consideration with this approach is that the signals
we are using to determine whether a person is looking at the
image or their partner are only based on the depth of a parti-
cipant’s gaze and therefore cannot be definitively stated to be-
long to these regions. Therefore, careful interpretation of these
results must be made, especially given that eye gaze behavior
has been shown to be a significant factor in regulating turn-
taking (Degutyte & Astell, 2021). However, the goal of in-
cluding gaze behavior as a covariate is to capture the pupil re-
sponse to distance-related changes in gaze to avoid
misclassifying a luminance based or near/far pupil response
as a response to a conversational state change. Therefore,
the inclusion of this signal should still capture the pupil re-
sponse appropriately whether a talker is, in fact, looking at
their partner as expected or instead averting their gaze to
somewhere else in the room.

Estimating Pupil Responses to State Changes
The initial objective of this analysis is to estimate a general
pupillary TRF corresponding to each type of conversational
state change. To do this, a time-lagged multivariate ridge re-
gression, based on the approach commonly utilized in EEG
data analysis (Theunissen et al., 2000), was performed on

each conversation. We define the stimulus signals as the set
of impulse trains indicating the locations of state changes in
a conversation. For the model to account for changes in
gaze target (i.e., from the partner to the image, or vice versa),
the stimulus also includes the extracted change of gaze target
signals. The response signal is the preprocessed pupil data for
the same conversation. Thus, the resulting model computes
six pupillary TRFs: one for each of the four state changes,
one for when a talker looks from the image to their partner,
and one for when a talker looks from their partner to the
image.

With this modeling approach, there are four hyperpara-
meters to consider: the minimum and maximum time lags,
the time lag step, and the regularization parameter. The min-
imum and maximum time lags dictate the duration of the es-
timated TRF, which can be thought of as a window size. In
this analysis, the minimum and maximum lags were selected
such that the window spanned 2.5 s before and after the state
changes. These values were selected based on the expectation
that other state changes would likely occur within the win-
dow. Figure 2 shows that there is an approximately 50% like-
lihood of each other state change having occurred by 2.5 s in
either direction, enabling the model to disentangle the effects
from neighboring state changes. It is important that this win-
dow size considers possible overlap of responses from neigh-
boring events, as if the responses to neighboring events
overlap but the analysis windows don’t, then it is not possible
for the TRF approach to disentangle responses from one an-
other. The time lag step was selected as one sample, at the
down sampled 20 Hz rate, to maximize temporal resolution.
The regularization parameter was optimized via a 10-fold
cross-validation performed on each conversation and selected
to minimize the average residual sum of squares across all
conversations (λ= 5.2269). This procedure ensures that the
same regularization value is used in the derivation of all mod-
els, which prevents artifacts that could be introduced due to
differing amounts of smoothing between conversations intro-
duced by the regularization.

The TRFs to each of the conversational state changes and
gaze target changes were estimated for each talker in each
conversation with the MATLAB multivariate temporal re-
sponse function toolbox using the parameters specified above

Figure 1. The four conversational state change events denoted in a sample turn-taking exchange between two talkers.
IPU = interpausal unit.
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(Crosse et al., 2016). To perform a group-level analysis of the
results, combinations of these TRFs can be averaged together
or statistically analyzed as a sample. The set of TRFs to be
averaged is determined based on the desired analysis. To com-
pare between conditions, for example, between quiet and
70 dBA noise, one would average all TRFs within those con-
ditions, resulting in a set of pupillary TRFs for each condition,
with each TRF corresponding to one of the stimulus signals.

Given the objectives of this work are to analyze the pupil-
lary response to turn-taking in conversation, the results pre-
sented will generally only include the response curves
corresponding to the so-called conversational state changes.
However, in all results presented, the gaze target changes
were included as covariates in the model; thus, the response
curves are derived while accounting for gaze behavior.

Statistical Methods
To assess when the state change responses were significantly
different from 0, a temporal cluster-based permutation testing
approach was employed (Maris & Oostenveld, 2007). This
approach simultaneously accounts for autocorrelation in the
pupil dilation data and the multiple comparisons problem be-
cause it compares the collection of pointwise statistics from
TRFs that are derived using the actual, unmanipulated, pupil
response signals but with randomly permuted stimulus signals
or condition labels. The routine was implemented as follows.
The arrays containing the points of conversational state
change and gaze change were randomly permuted across
time, and a set of null pupillary TRFs was calculated for all
conversations. Using a P value of.05, pointwise one-sample
t tests were performed on the set of null TRFs. The t statistics
were summed within continuously significant segments and
the largest sum of t statistics was stored. This approach was
chosen over simply using the largest continuous length of

significant regions as it also considers the degree of the sig-
nificance within each segment. This process was then re-
peated over 1000 iterations to form a null distribution of the
largest summed significant t statistics. From this null distribu-
tion, the 95th percentile (chosen based on a P value of .05)
was found and set as the threshold defining the minimum sig-
nificant sum of t statistics. Therefore, when assessing the sig-
nificance of the actual TRFs, a pointwise t test was performed
and the t statistics in continuously significant segments were
summed. If the sum exceeded the threshold defined from
the 95th percentile of the null distribution, then the region
was assumed to be significant.

A similar process was employed to compare TRFs across
experimental conditions. Instead of permuting the arrays of
state changes, the condition labels are randomly shuffled for
each participant, and all possible pairs of conditions are com-
pared using pointwise two-sample t tests. The largest sum of
continuously significant t statistics was once again used to
form a null distribution from which a threshold was defined
based on a P value of .05.

Results

Pupil Response Across All Conversations
Figure 3 shows the state change responses found by aver-
aging across all conversations, also denoted are the segments
within which the curves have a value significantly different
from zero. Significant responses were found to all state
changes except for self-start. As can be observed, there is
an elevated pupil response around both self-stop and partner-
stop, and there is a sharper pupil response that peaks∼1 s after
partner-start. The segments of significance in the results re-
veal that a consistent time-synchronous change in pupil

Figure 2. Cumulative distribution functions of the state changes relative to other state changes, over time. Each panel corresponds to a
different type of state change. The colored curves indicate the probability that each of the other state changes has occurred, as a function of
time, with respect to the state change each panel belongs to. In computing these curves, only positive FTOs are included, such that the
probability at time 0 will be 0 for all resulting CDFs.
FTO = floor transfer offset; CDF = cumulative distribution function.
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response is observed for three of the four conversational state
changes.

By Condition
To assess how the pupil responses may vary based on ex-
pected difficulty of the conversation, the state change re-
sponses can be found by pooling TRFs only across
conversations that took place in the same conditions. For
this analysis, we compared the results between the quiet and
70 dBA noise condition, with the expectation that this com-
bination will have the highest disparity in perceived difficulty
and therefore emphasize any processing differences that exist.

Figure 4 shows the conditional state change responses
along with the segments within which the two curves are sig-
nificantly different from each other. We see that the TRFs cor-
responding to each condition have intervals, which are
significantly different around three of the four state changes.
It is observed that the pupil is significantly larger after starting
one’s turn in quiet than in noise. Conversely, the dilations of
the pupil that occur in noise after ending one’s turn and after
the start of a partner’s turn are larger in noise than in quiet.

Comparison to Grand Averaging
As mentioned previously, a common analysis method for
TEPR is to average the pupil’s dilation trace over many indi-
vidual trials. This approach can be applied to our case by aver-
aging across fixed windows around every state change, which
we will call a grand average, with cases where the window
would extend beyond the bounds of conversation excluded.
This is distinct from the analysis method used to generate
the results previously as no deconvolution is performed rather
the conversations are directly segmented into windows
around state changes and the responses in these windows

are averaged. This analysis is performed to assess the poten-
tial benefits of the deconvolution-based TRF method.

Figure 5 plots the previously derived response curves,
from Figure 3, against the curves obtained from a grand aver-
age of pupil responses around every state change, across all
participants and conversations. Due to the differences in scal-
ing that happens because of regularization, both sets of curves
are normalized such that the set of all TRFs has zero mean and
unit variance, and the set of all grand average curves has zero
mean and unit variance. In general, the two sets of curves
agree and resemble one another, although there are some dif-
ferences of note that could be related to smearing. For ex-
ample, the amplitude of the dilation after partner-start is
greater in the TRF derived curve than in the grand averaging
curve, suggesting that the TRF approach attributes this effect
more strongly to the partner-start event than the averaging ap-
proach does.

Analysis of Gaze Correction
In the following analysis of gaze correction, we assume that a
gaze depth below the previously defined threshold indicates a
talker looking at their image, and a depth beyond the threshold
indicates a talker looking at their partner. Given that the
Diapix task requires participants to predominantly look at
the image to complete the task, we think this is a reasonable
assumption.

The estimates of the distributions of gaze depth and dur-
ation of fixations to the partner for each condition (i.e., pooled
across replicates and participants) are plotted in Figure 6, re-
vealing that most of the time participants looked at the image
and that glances at their partner are typically short (the mode
of the distribution was 70 ms). Also displayed are the total
percentages of each conversation that were spent looking at
the partner. It is observed that in all four conditions, the

Figure 3. State change response curves obtained by averaging the results for all participants in all conversations. The highlighted regions
indicate the pointwise confidence intervals. The red bars indicate consecutive pointwise significant intervals over which the summed
One-sample t statistic exceeds a significance threshold set based on a P value of .05, denoting that the curves are significantly different from 0.
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Figure 4. State change responses obtained only by averaging conversations that took place in quiet (solid line) and 70 dBA noise (dotted
line). The shaded regions indicate the pointwise one-sample confidence intervals of each curve. The red bars indicate intervals over which
the summed two-sample t statistic exceeds the significance threshold set based on a P value of .05, denoting the two curves are significantly
different from each other.

Figure 5. Derived state change responses (solid lines) plotted against the grand averages of fixed windows (dotted lines). The solid lines
corresponding to the derived pupillary state change responses are identical to those presented in Figure 3.

Figure 6. Distributions of gaze depth and the duration of fixations to the partner across all conversations, by condition. Color indicates
the condition the conversation took place in. Also included are the overall percentages of each conversation that were spent looking at the
partner, by condition, determined as the percentage of time points where the gaze depth was greater than the 95 cm threshold defined
previously.
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median percentage is less than 5%, confirming that, on aver-
age, people spent most of each conversation looking at the
image.

The analysis of the pupil responses to a change of gaze tar-
get reveals significant effects on pupil dilation, as seen in
Figure 7, but no significant difference in the gaze-related re-
sponse by condition, as seen in Figure 8. It can be noted
that the responses obtained for looking at the partner and
looking at the image are similar, but that the response corre-
sponding to looking at the image is left-shifted, relative to
the curve corresponding to looking at their partner.

Discussion

Interpretation of State Change Response Curves
In this work, we present a method for estimating how pupil
response varies around turn-taking in conversation. This
method not only estimates the pupil response to a specific
conversational state change (e.g., a partner starting their
turn) but also simultaneously considers the other conversa-
tional state changes and gaze behavior while doing so.
Importantly, we found significant pupil responses to turn-
taking in conversation that also varied based on background
noise condition.

The intervals which are significantly different from zero in
the response curves found by averaging TRFs across all con-
versations seem to correspond with our expectations around
effort in conversation. Most notably, there is a large pupil
dilation that peaks ∼1 s after a partner begins their turn, which
may be indicative of directing effort towards listening. It is
possible that this could also be indicative of arousal as a reac-
tion to hearing a new auditory stimulus. If this is the case, then
there should be no difference between conditions with differ-
ent background noise levels. However, when deriving the
state changes only for conversations in alike conditions, this

dilation was found to be larger in noise than in quiet, suggest-
ing that it is not an effect of arousal but rather of task demands
via increased noise level, which suggests increased effort
investment.

Another observation from the curves derived across all
conversations is the significant dilation after a person stops
talking. This effect is also likely related to the reallocation
of effort toward listening. Intuitively, this effect should be at-
tributed to both the end of a talker’s turn and the start of their
partner’s turn, as it is unlikely that devoting effort toward lis-
tening is purely reactionary to a partner beginning to speak.
Instead, it is expected that talkers would begin reallocating ef-
fort toward listening as they finish their speech production and
planning. However, the interval to the start of the subsequent
partner’s turn (the FTO) can exhibit large variability, espe-
cially in more difficult communication environments
(Sørensen et al., 2021, 2024). Therefore, the timing of the pre-
paratory effects may be more highly correlated with the end of
the preceding turn rather than the start of the following turn. A
similar dilation is observed shortly after the end of a partner’s
turn, which could be related to speech planning. Previous
studies of neural correlates of turn-taking have shown results
that suggest speech planning starts well before a conversa-
tional partner’s turn ends and begins as soon as possible based
on the content of the partner’s speech (Bögels, 2020; Bögels
et al., 2018). This observation could support the hypothesis
that an increase in effort directed toward speech planning is
temporally correlated with the end of a partner’s turn. Given
that preparatory effort has been shown for speaking, it seems
reasonable to suggest that preparatory effort could also be di-
rected toward listening.

Further differences were found between the response
curves derived based on the condition of the conversation.
The pupil generally seems to constrict as one starts speaking
in noise but dilates as one starts speaking in quiet. We suggest
that this effect is related to an increase in effort required to

Figure 7. Pupil responses to change of gaze target. The shaded regions indicate the pointwise confidence intervals. The red bars indicate
intervals over which the set of TRFs averaged to produce these curves has a mean significantly different from 0.
TRF = temporal response function.
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listen and comprehend in noise resulting in a relative decrease
in pupil size when going from listening to speaking. This sug-
gestion is supported by the findings from Li et al. (2020),
which showed that pupil size while listening during conversa-
tions with a higher communication load was larger than in
conversations with a lower communication load. Although
communication load in this context was not increased via
background noise, both have the effect of introducing diffi-
culty into the conversation. To further support this suggestion,
a post hoc statistical analysis was performed on the partici-
pants’ pupil diameters during different phases of the conver-
sation. The mean pupil diameter during speaking and
listening time was computed for each talker in each conversa-
tion. A linear mixed effects model of the form Mean Diameter
∼Action×Condition+ (1 | Talker)+ (1 | Replicate) was fit to
the mean diameter measurements from the quiet and 70 dBA
noise conditions, where “Action” was a categorical variable
that specified whether the mean diameter value corresponded
to speaking or listening time, “Condition” represented the le-
vel of background noise, “Talker” was a random effect corre-
sponding to individual participants, and “Replicate” was a
random effect that denoted the repetition of a given condition.
An analysis of variance revealed a significant positive effect
of the interaction, implying that pupil size was significantly
larger while listening in noise, F(1, 144)= 6.82, P< .01, but
no other significant effects. These results support the previous
suggestion that the changes in pupil size observed in the TRFs
are related to differences in effort between speaking and lis-
tening in the more difficult condition. A similar but opposite
effect is observed when one stops talking. The pupil dilates in
noise while preparing/starting to listen and does not in quiet,
likely for the same reasons. Further support of this claim can
be found by assessing the levels of speech in quiet and noise.
In the quiet condition, the average speech level was 59.5 dBA
in a room with an ambient A-weighted equivalent continuous
sound level of less than 35 dBA, whereas in the 70 dBA noise

condition, the signal-to-noise ratio was found to be only 1.2
dB. Given this relatively low SNR in noise, it is expected
that listening would be considerably more effortful than in
the quiet condition, a notion which is supported by previous
research on speech understanding in noise (Ohlenforst et al.,
2018).

Advantages of the Proposed Method
One of the proposed advantages to using the regression-based
method over simply averaging a window around every turn-
taking event was the ability to separate (i.e., demix) the effects
of each state change on the pupil response. The results in
Figure 5 support this argument. For example, the increased
amplitude of the partner-start peak in the TRF relative to
the grand averaging curve suggests the TRF approach finds
this feature more strongly time synchronous, and therefore at-
tributable, to the partner-start event. However, the two sets of
curves are similar. One explanation for the degree of similar-
ity is that, since there is a large quantity of turns (n= 5038 in
the conditions analyzed), the grand-averaging approach is
smoothing out most components of the pupil responses which
are not highly time synchronous to the state changes.
However, if there were fewer turns or less variability in the
interval lengths between neighboring state changes, then
time-synchronous averaging is less capable of isolating the re-
sponses from different events (e.g., portions of the response
related to self-stop may appear as an artifact in the grand-
averaged result for partner-start). The participant pool in
this study consisted of older talkers. Previous research, which
has analyzed differences in conversational dynamics between
young normal-hearing talkers and older hearing-impaired
talkers, has found that the older hearing-impaired talkers ex-
hibit longer turns and FTOs and more variable FTOs when
compared to their younger normal-hearing counterparts
(Sørensen et al., 2024). In addition to conversations between

Figure 8. Pupil responses to change of gaze by condition, where the solid line corresponds to the quiet condition and the dotted line
corresponds to the 70 dBA background noise condition. The shaded regions indicate the pointwise confidence intervals of each curve. No
significantly different intervals were identified between conditions for these curves.
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young normal-hearing interlocutors, there are other possible
scenarios where the demixing capabilities of the TRF ap-
proach may have an important role in analysis, such as exam-
ining effort in multitalker settings (e.g., target vs. masked
speech), where the pupil response to the target and masking
signals could be assessed separately by deriving TRFs for
each.

Another proposed advantage of the TRF method is the
ability to account for covariates in the model, which helps pre-
vent misattribution of pupil response to, for example, looking
at your partner to one of the state changes. This is a valid con-
cern, as gaze plays a significant role in turn-taking behavior
(Degutyte & Astell, 2021). Our findings revealed significant
responses of the pupil to a change of gaze target. The response
curves corresponding to the change of region of interest indi-
cate a dilation after a talker looks toward their partner, align-
ing with the expected effect of the near/far pupil response
(Kasthurirangan & Glasser, 2005). However, the response
to looking back at the image is less intuitive, as one may ex-
pect to observe a clear constriction of the pupil, which is not
the case. It can be noted that the response curve corresponding
to looking at the image resembles a left-shifted version of the
response to looking at the partner. Therefore, if considering
the response latency of the pupil, one can think of the re-
sponse curve representing the pupil size around a change of
gaze to the image as being a return to the pregaze change pupil
size. Given the short durations of the glances at the partner
and the low variability thereof, as demonstrated in Figure 6,
it is likely that these events may not be distinct enough
from each other, or frequent enough, for the responses to be
completely pulled apart. Comparing the median number of
glances at the partner by talker in each conversation, which
is 17, to the median number of turns by each talker in each
conversation, which is 51, supports this as a possibility.
These metrics show that turn-taking is occurring three times
as often as changes of gaze target while completing this
task. In general, these results suggest that the model is ac-
counting for differences in gaze behavior when deriving the
effects of turn-taking. Although there is no significant differ-
ence between the gaze-change response curves by condition
they do appear to be, qualitatively, of a different shape. One
possible explanation for this difference is the purpose of
glances at the partner. In noise, the change of gaze target
may be effort related, whereas in quiet they may more often
be used as a social cue. If people are looking at their partner
in noise when they are experiencing difficulty in the conver-
sation, it would make sense that the dilation would be stron-
ger, as it would be temporally correlated with both a
distance-based pupil accommodation and an increase in ef-
fort. Whereas in quiet, there may be no effort related effect
that covaries with the near/far pupil response. This idea can
be partially supported by previous studies of gaze behavior
in conversation, which have shown that talkers tend to spend
more time looking at their conversational partner’s mouth
when conversing in noise than in quiet (Hadley et al.,

2019). This implies that when conversational difficulty in-
creases, talkers are relying upon the long-studied benefits of
visual information for increased speech intelligibility (Erber,
1975; Sumby & Pollack, 1954). However, the previously
mentioned role of eye gaze in regulating turn-taking behavior
(Degutyte & Astell, 2021) would suggest that talkers also dir-
ect their gaze toward their partner in quiet, where it is less
likely that the talkers would be doing so for the benefits of vis-
ual information on listening.

Although there are interesting results and potential inter-
pretations related to change of gaze target, most of the time
people looked at the image rather than their partner in all con-
versations. Across all conditions and conversations, the me-
dian percentage of time each participant spent looking at
their partner was less than 5%. This is likely an effect of the
task used to elicit the conversations, as the Diapix task neces-
sitates near constant reference of the image to be able to deter-
mine if differences exist. For this reason, it is likely that
accounting for the gaze behavior in this experiment had little
effect, which was verified by comparing to response curves
derived without the gaze points included. However, in more
naturalistic communication settings, such as a free conversa-
tion, the role of gaze, and the correction thereof, would likely
be more important given the previously mentioned role of
eye-gaze as a turn-taking cue.

Conclusions
This study presented a method for deriving pupillary re-
sponses in interactive conversations based on turn-taking.
This approach revealed consistent pupil responses to turn-
taking in conversation, which can potentially be used to infer
how cognitive effort varies during the transition from listen-
ing to speaking in conversation and how these effects change
based on background noise condition. In addition to being ap-
plicable to interactive conversation, advantages of this
method over other trial-based approaches include the ability
to account for external covariates in the model (such as
gaze) rather than having to process pupil data to account for
these effects, and the capability of demixing overlapping re-
sponses from neighboring events. Further work is needed to
understand how the interpretation of the results here can pro-
vide insight into changes in processing demands during con-
versation. A potential follow-up would be to have a listener–
observer follow along, while talkers participate in a subset of
the Diapix tasks and measure their pupil response. This would
separate out the cognitive effects from speaking and those as-
sociated with task demands and listening. The results from
such a study would provide further insight into how attention
is divided and effort is reallocated during conversation.
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